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ABSTRACT

Objective. The purpose of this study was to determine the minimum number of animals (minimum 
sample size) in treatment comparisons with different effect sizes (0.25-2.0), the number of treatments 
(2-7), and the power of the test (80-95%). In addition, linear, quadratic, and cubic regressions 
equations that estimate the minimum sample size that should be used in treatment comparisons 
were developed. Materials and methods. Within the scope of this research, average daily gain 
(GDP) of feedlot cattle experiments conducted at Iowa State University totaling 1283 steers were 
used. The power of the test was calculated after random samples were taken from the GDP data 
and the differences between the treatments in terms of standard deviation were established. This 
process was iterated 1000 times via a macro written in the Minitab package program in the number 
of treatments and power levels to be compared. Results. It was found that the cubic regression 
equations gave more reliable results than others. As a result, after determining the number of 
treatments, the power of the test, and the effect size, a sufficient number of experimental units can be 
easily determined by using the estimation equations created without power analysis. Conclusions. 
In this way, excess money expenditure and financial loss in scientific studies can be prevented and 
the opportunity to find financing more easily can be provided.

Keywords: Effect size; minimum number of animals; sample size; power analysis; simulation 
(Source; CAB).

RESUMEN

Objetivo. El propósito de este estudio fue determinar el número mínimo de animales (tamaño 
mínimo de la muestra) en comparaciones de tratamientos con diferentes tamaños de efecto (0.25-
2.0), el número de tratamientos (2-7) y la potencia de la prueba (80- 95%). Además, se desarrollaron 
ecuaciones de regresión lineal, cuadrática y cúbica que estiman el tamaño mínimo de muestra que 
debe usarse en las comparaciones de tratamientos. Materiales y métodos. Dentro del alcance 
de esta investigación, se utilizó la ganancia media diaria (GMD) de los experimentos con ganado 
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de engorde a corral realizados en la Universidad Estatal de Iowa con un total de 1283 novillos. La 
potencia de la prueba se calculó después de que se tomaron muestras aleatorias de los datos de GMD 
y se establecieron las diferencias entre los tratamientos en términos de desviación estándar. Este 
proceso se repitió 1000 veces mediante una macro escrita en el programa del paquete de Minitab 
en la cantidad de tratamientos y niveles de potencia a comparar. Resultados. Se encontró que 
las ecuaciones de regresión cúbica dieron resultados más fiables que las demás. Como resultado, 
después de determinar el número de tratamientos, la potencia de la prueba y el tamaño del efecto, 
se puede determinar fácilmente un número suficiente de unidades experimentales utilizando las 
ecuaciones de estimación creadas sin análisis de potencia. Conclusiones. De esta manera, se 
pueden prevenir los gastos excesivos de dinero y las pérdidas financieras en estudios científicos y 
se puede brindar la oportunidad de encontrar financiamiento más fácilmente.

Palabras clave: Tamaño del efecto; Número mínimo de animales; Tamaño de la muestra; Análisis 
de potencia; Simulación (Fuente: CAB).

INTRODUCTION

Power, in statistics, is the ratio to reject the 
H0 hypothesis when H1 is correct and the 
probability to find a difference when a real 
difference exists in the population. Type II error 
is the probability of not finding a difference 
even though there is a difference. Thus power 
is defined as type II error (1). When there 
are significant differences among treatments, 
power is the probability of this difference to be 
real (2). The power of a study is determined by 
three factors: the sample size, the alpha level, 
and the effect size (3). 

Power analysis is the determination of the 
sample size based on statistical parameters in a 
planned study. The sample size becomes larger 
when effect size and type I error level are kept 
low and the power of the test high (4). For a 
suitable sample size, a lower effect size increases 
the accuracy of the parameter estimation. Small 
effect size for a suitable sample size increases 
the accuracy of the parameter estimation (5). 
The success of the research will increase if the 
sample size is sufficient, that is, the appropriate 
number. The purpose of the research, statistical 
distribution patterns, measurement methods 
used in the research, research model, and 
statistical analysis methods are very important 
in determining the sample size. To determine 
the sample size, the population parameters 
should be known, and type I error and type II 
error probabilities of the effect size should be 
determined. When all other factors are kept 
constant, the power of the test decreases as the 
probability of type I error (α) determined at the 
beginning decreases (6). Experimental power 
analysis is the determination of the power of the 
decisions obtained in the direction of a concluded 
research. In hypothesis controls, when the null 

hypothesis is tested against the alternative 
hypothesis, and the decision is made, there are 
two types of errors. During the controls, when 
the correct null hypothesis (H0) is rejected, this 
is a type I error (7) and the probability of making 
type I error is denoted by α. Type II error is the 
error made by accepting the control hypothesis 
when the alternative hypothesis (H1) is correct 
(8). and the probability of making type II error 
is denoted by β. The accuracy of the decisions 
made in hypothesis controls depends on α and 
β probabilities. In the hypothesis control, the 
power of the test theoretically varies between 
0 and 1. In general, it is desired to have the 
power of the test 80% and above, however if 
it is below 50%, this does not allow a reliable 
comment on the results of the study (8,9,10). 
If maximizing the probability of reaching the 
correct result in a hypothesis control is wanted, 
the probability of type I error should preserve 
what was originally agreed upon and the 
probability of the power of the test should be 
high (11). Smaller β probability increases the 
power of the hypothesis control. This depends 
on the distance from the sample value that the 
hypothesis to be controlled for a given α and 
sample size.

It is necessary to determine how effective the 
levels of the examined factor are in explaining 
the variable under consideration. Determining 
the power of the test or the number of individuals 
in the sample to reach a certain power is to 
estimate the effect size on the variable. Starting 
the power analysis with the determining effect 
size removes most of the obstacles that may 
arise. Normal hypothesis tests in a study can 
detect differences between two treatments, 
however, the results do not give the researcher 
clear information about this difference. As the 
effect size is also a measure of the standardized 
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difference it can give this information. The effect 
size is important in comparing the results of any 
two studies conducted on the characteristics 
considered. 

In recent years, power analysis has been widely 
used in hypothesis testing protocols, especially 
of studies involving biological material (12,13, 
14,15,16,17,18,19,20,21,22,23,24). In many 
areas, power analysis is seen as a universal step 
that must be done before trials are conducted. 
In addition, the power of the test can be easily 
calculated with the help of sample size, effect 
size, and variance (standard deviation) (25). 
Before starting the research, determining the 
sample size with the help of power analysis is 
the most effective method in determining the 
dynamics of the study such as budget, labor, 
time, etc. In this way, by determining the 
sample size of the research, it will be easier to 
find finance, and time and money will not be 
wasted. However, using more than the optimum 
sample size will not be financially correct, in 
terms of time and labor. For these reasons, it 
has become essential to determine the sample 
size in scientific studies using animal material. 
For these reasons, it has become essential to 
determine the sample size in scientific studies 
using animal material. 

Since animal purchase price and feeding are high 
in animal science experiments, it is important 

to determine the minimum sample size used 
in experiments. Thus, the purpose of this 
study was to determine the minimum sample 
size in treatment comparisons with standard 
deviations of different mean differences with 
power analysis.

MATERIALS AND METHODS

Average daily gain (ADG) of feedlot cattle 
experiments conducted at Iowa State University 
totaling 1283 steers was used to determine 
the difference of means in terms of standard 
deviation. In the study, the minimum sample 
size was determined by conducting power 
analysis. For this purpose combinations of two 
power rate (95 and 80%), number of treatments 
(2,3,4,5,6,7), difference of means in terms of 
standard deviation (0.25, 0.5, 0.75, 1.0, 1.5, 
2.0, 2.5, 3.0, 5.0) were used.

The average daily gain (ADG) of the steers 
in the study was 1.328±0.00549 kg, and the 
percentage of the standard deviation to the 
mean (Coefficient of Variation) was found 
as 14.83%. Normal distribution compliance 
control was performed with the Anderson 
Darling test, and it was found that ADG was 
normally distributed (p>0.05). Skewness and 
Kurtosis values in the descriptive statistics in 
Table 1 support the Anderson Darling test result 
of the ADG.

Table 1. Descriptive statistics of Average Daily Gain (ADG)

Variable N Mean SEMean StDev CoefVar Min Median Max Skewness Kurtosis

ADG 1283 1.328 0.005 0.197 14.830 0.545 1.335 2.102 -0.040 0.170

The effect size, in other words, the difference 
between the means in terms of standard 
deviation is obtained by using Equation 1. 

 [1]

Calculation of the power test for comparing two 
treatments (t-test);

When the probability of type I error is denoted 
as α in the hypothesis control, the hypothesis 
is accepted or rejected as a result of the 

comparison of the table value of the (nA-1) + 
(nB-1) degree of freedom t distribution with the 
value of the test statistic. If the H0 hypothesis 
is rejected (invalid), the non-central parameter 
of the relevant distribution is calculated by 
Equation 2. 

  [2]

The power of the test is calculated with 
Equations 3, 4, and 5 by using, (nA-1) + (nB-1) 
degree of freedom t distribution calculated with 
the help of Equation 2 (26).   
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Power of test for two-sided hypothesis = 
(1-β)=P(t < -tα/2)+ P(t > tα/2) [3]

Power of test for one-sided (right) hypothesis = 
(1-β)= P(t > tα)	   [4]

Power of test for one-sided (left) hypothesis = 
(1-β)= P(t < -tα)		    [5]

Calculation of the power of the test in 3 or more 
treatments comparisons (F test);

When the probability of type I error is denoted 
as α in the hypothesis control, the hypothesis 
is accepted or rejected as a result of the 
comparison of the table value of the (GASD -1) 
and (HSD-1) degree of freedom F distribution 
with the value of the test statistic. If the H0 
hypothesis is rejected (invalid), the non-
central parameter of the relevant distribution is 
calculated by Equation 6. 

  [6]

After determining ϕ calculated with the help of 
Equation 6, the power of the test is calculated 
by looking at Hartley or power tables (dfb -1) 
and (dfw -1) degrees of freedom are calculated 
by looking at Hartley or power tables.

After determining the ϕ calculated with the help 
of Equation 6, (dfb -1) and (dfw -1) degrees of 
freedom connected Hartley or power tables, the 
power of the test is calculated (27,28). 

In the study, ADG of 1283 steers was considered 
as a population. The samples were created by 
random sampling with a replacement method 
by taking into account the parameters of the 
population.

The experimental approach to the power of 
the test in the simulation study is that two 
populations having a mean of µx and µy 
variances of  and  with normal distribution 
and assumed to be µx = µy + 1Δ. In the next 
stage, the desired amount of sample size was 
taken from the populations and the statistical 
significance of the difference between the 
two sample averages was checked. When this 
process is repeated for the number of attempts 
(for example 10000), the power of the test 
is calculated in terms of the proportional 
(empirical) rejection probability of the H0 
hypothesis. 

The minimum sample size was estimated by 
creating linear, quadratic, and cubic regression 
equations between the actual numbers of 
treatments with different power and effect 
sizes and the estimated number of treatments 
calculated by the random resampling method 
from the population. For this purpose, this 
process was iterated 1000 times with the help 
of a macro written in the Minitab package 
program. In addition, linear, quadratic, and 
cubic equations with power between 80% and 
95% were created separately in terms of each 
standard deviation between the averages. 
Linear, quadratic, and cubic regression models 
are given in Equation 7, Equation 8, and 
Equation 9, respectively.

Ŷi=β0+β1 X1+εi   [7]

Ŷi=β0+β1 X1-β2 X1
2+εi [8]

Ŷi=β0+β1 X1-β2 X1
2+β3 X1

3+εi [9]

These equations represent : observation i of 
dependent variable y (number of minimum 
animals), , , and : regression parameters, 
: observation i of the independent variable 
(number of treatments to compare) and : 
random error.

RESULTS 

Linear, quadratic, and cubic regression 
equations created to determine the minimum 
sample size are designed depending on different 
effect size and power. Linear, quadratic, and 
cubic regression equations and equations with 
different effect size and power are given in 
Table 2, Table 3, and Table 4, respectively. In 
addition, linear, quadratic, and cubic equations 
with different effect sizes (0.25-2.00) and power 
between 80% and 95% were created. When 
the determination coefficients of the regression 
equations were examined, it was found that the 
most accurate estimation equations were cubic, 
quadratic, and linear estimation equations, 
respectively. In the linear regression equations 
created to determine the minimum sample 
size, it is found that determination coefficients 
approached 1 as the power of the test increased 
and the effect size decreased (Table 2). The 
determination coefficient of the equations with 
an effect size of 1.50 and the power of the test 
is 80 - 85%, which means that there is almost 
a functional relationship between them.

https://doi.org/10.21897/rmvz.2572
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Table 2.	Linear regression equation and 
determination coefficients for differences in 
terms of each standard deviation generated 
between means.

Power 
(1-β) Δ Regression Equations DC

80%

0.25 195.60 + 35.97 Treatment 97.7
0.50 50.26 + 8.94 Treatment 97.1
0.75 22.74 + 4.06 Treatment 97.3
1.00 13.38 + 2.29 Treatment 98.0
1.25 9.53 + 1.40 Treatment 98.5
1.50 7.00 + 1.00 Treatment 100
2.00 4.94 + 0.46 Treatment 91.4

85%

0.25 226.30 + 39.26 Treatment 97.7
0.50 57.73 + 9.80 Treatment 97.2
0.75 25.69 + 4.51 Treatment 98.0
1.00 15.02 + 2.51 Treatment 97.6
1.25 10.72 + 1.54 Treatment 96.1
1.50 8.00 + 1.00 Treatment 100
2.00 5.13 + 0.60 Treatment 92.2

90%

0.25 269.20 + 43.14 Treatment 97.70
0.50 68.95 + 10.71 Treatment 97.67
0.75 31.88 + 4.66 Treatment 97.11
1.00 19.02 + 2.51 Treatment 97.61
1.25 12.32 + 1.74 Treatment 96.94
1.50 9.19 + 1.14 Treatment 97.96
2.00 6.13 + 0.60Treatment 92.20

95%

0.25 339.50 + 49.11 Treatment 97.54
0.50 85.75 + 12.31 Treatment 97.32
0.75 38.98 + 5.49 Treatment 98.01
1.00 22.19 + 3.14 Treatment 96.39
1.25 14.67 + 2.00 Treatment 98.13
1.50 10.83 + 1.37 Treatment 96.81
2.00 6.70 + 0.77 Treatment 96.13

DC: Determination Coefficient (R2)

The determination coefficients of linear 
estimation equations with an effect size of 2.00 
and power of 80%, 85%, and 90% had the lowest 
values and were 91.40, 92.20, and 92.20%, 
respectively. In the quadratic estimation 
equations, the determination coefficients of all 
the equations except the estimation equation 
(91.40%), which had a power of 80% and an 
effect size of 2.00, had values of 99.20% and 
above (Table 3). As in simple linear estimation 
equations, the effect size is 1.50 and the 
power of the test is 80 - 85%, the coefficient 
of expression is approximately 1, and there is a 
similarity in the quadratic estimation equations. 

It was found that the use of cubic estimation 
equations, as well as simple linear and quadratic 
estimation equations, would be more effective 
(Table 4). The determination coefficients of 
cubic estimation equations with different 
effect sizes and power of the test generally 

were approximately 1. By using the treatment 
numbers, estimation equations with an effect 
size of 2.00 and the power of the test 80%, 
explained 93.70% of the estimated minimum 
sample size. This cubic estimation equation had 
the lowest determination coefficient. In other 
estimation equations, using the number of 
treatments in determining the minimum sample 
size in terms of ADG will lead to more accurate 
results. 

Linear, quadratic, and cubic estimation 
equations for the minimum sample size which 
is calculated by considering the number of 
treatments, different power, and effect size 
are given in Table 5, Table 6, and Table 7. It 
was found that the number of treatments 
determined by the linear estimation equations 
decreased as the effect sizes increased, and the 
number of animals increased as the power of 
the test increased. In the comparison of two 
treatments, required animal numbers were 
18, 20, 25, and 29 when the power of the test 
was between 80% - 95% and effect size (Δ) 
was 1 (Table 5). In the comparison of three 
treatments, required minimum animal numbers 
were 7, 7, 8, and 10 when the power of the test 
was between 80% - 95% and effect size (Δ) 
was 2. In the comparison of seven treatments, 
the required minimum animal numbers were 
448, 502, 572, and 684 when the power of the 
test was between 80% - 95%, and effect size 
(Δ) was 0.25. 

While the number of treatments was 2 in the 
quadratic estimation equations, fewer estimates 
occurred compared to the minimum sample size 
found by using linear estimation equations with 
the same conditions as the minimum sample 
size that should be found with different power 
and effect size (Table 6). There is no similar 
relationship between the cubic estimation 
equations and the minimum animal numbers 
found using the quadratic estimation equations. 
In the comparison of two treatments, the 
required minimum animal numbers were 68, 
74, 87, and 106 when the power of the test 
was between 80% - 95%, and effect size (Δ) 
was 0.5. In the comparison of five treatments, 
required minimum animal numbers were 12, 
13, 16, and 19 when the power of the test was 
between 80% - 95%, and effect size (Δ) was 
1.5. In the comparison of seven treatments, 
required minimum animal numbers were 9, 
9, 11, and 12 when the power of the test was 
between 80% - 95% and effect size (Δ) was 2. 
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Table 3.	Quadratic regression equation and determination coefficients for differences in terms of each standard 
deviation generated between means.

Power (1-β) Δ Regression Equations Determination Coefficient (R2)

80%

0.25 132.50 + 68.76 Treatment - 3.64 Treatment^2 99.9
0.50 32.61 + 18.10 Treatment - 1.02 Treatment^2 99.8
0.75 15.31 + 7.91 Treatment - 0.43 Treatment^2 99.6
1.00 10.29 + 3.89 Treatment - 0.18 Treatment^2 99.2
1.25 7.99 + 2.20 Treatment - 0.09 Treatment^2 99.3
1.50 7.00 + 1.00 Treatment - 0.00 Treatment^2 100
2.00 4.94 + 0.46 Treatment - 0.00- Treatment^2 91.4

85%

0.25 157.60 + 74.94 Treatment - 3.96 Treatment^2 99.8
0.50 38.54 + 19.76 Treatment - 1.11 Treatment^2 99.9
0.75 18.26 + 8.37 Treatment - 0.43 Treatment^2 99.9
1.00 10.69 + 4.76 Treatment - 0.25 Treatment^2 99.7
1.25 7.63 + 3.15 Treatment - 0.18 Treatment^2 98.9
1.50 8.00 + 1.00 Treatment - 0.00 Treatment^2 100
2.00 3.57 + 1.40 Treatment - 0.09 Treatment^2 96.6

90%

0.25 193.40 + 82.52 Treatment - 4.38 Treatment^2 99.80
0.50 50.07 + 20.52 Treatment - 1.09 Treatment^2 99.80
0.75 22.90 + 9.32 Treatment - 0.52Treatment^2 99.70
1.00 14.69 + 4.76 Treatment - 0.25 Treatment^2 99.70
1.25 9.23 + 3.35 Treatment - 0.18 Treatment^2 99.10
1.50 7.64 + 1.95 Treatment - 0.09 Treatment^2 99.20
2.00 4.57 + 1.40 Treatment - 0.09 Treatment^2 96.60

95%

0.25 250.30 + 95.40 Treatment - 5.14 Treatment^2 99.80
0.50 62.23 + 24.53 Treatment - 1.36 Treatment^2 99.80
0.75 30.31 + 9.99 Treatment - 0.50 Treatment^2 99.70
1.00 15.07 + 6.84 Treatment - 0.41 Treatment^2 99.90
1.25 11.57 + 3.61 Treatment - 0.18 Treatment^2 99.80
1.50 8.04 + 2.82 Treatment - 0.16 Treatment^2 99.60
2.00 5.46 + 1.41 Treatment - 0.07 Treatment^2 97.90

Table 4.	Cubic regression equation and determination coefficients for differences in terms of each standard 
deviation generated between means

Power (1-β) Δ Regression Equations Determination Coefficient (R2)

80%

0.25 85.62 + 106.90 Treatment - 12.89 Treatment^2 + 0.69 Treatment^3 100
0.50 18.05 + 29.97 Treatment - 3.893 Treatment^2 + 0.21 Treatment^3 100
0.75 7.71 + 14.10 Treatment - 1.93 Treatment^2 + 0.11 Treatment^3 99.9
1.00 3.95 + 9.05 Treatment - 1.43 Treatment^2 + 0.09259 Treatment^3 99.8
1.25 8.62 + 1.69 Treatment + 0.04 Treatment^2 - 0.01 Treatment^3 99.3
1.50 1.48 + 4.53 Treatment - 0.71 Treatment^2 + 0.05 Treatment^3 99.8
2.00 7.48 - 1.61 Treatment + 0.50 Treatment^2 - 0.04 Treatment^3 93.7

85%

0.25 104.40 + 118.30 Treatment - 14.46 Treatment^2 + 0.78 Treatment^3 100
0.50 27.14 + 29.05 Treatment - 3.36 Treatment^2 + 0.17 Treatment^3 100
0.75 13.19 + 12.50 Treatment - 1.43 Treatment^2 + 0.07 Treatment^3 100
1.00 5.62 + 8.89 Treatment - 1.25 Treatment^2 + 0.07 Treatment^3 100
1.25 5.10 + 5.21 Treatment - 0.68 Treatment^2 + 0.04 Treatment^3 99.1
1.50 8.00 + 1.00 Treatment + 0.00 Treatment^2 - 0.00 Treatment^3 100
2.00 2.95 + 1.92 Treatment - 0.21 Treatment^2 + 0.01 Treatment^3 96.6

90%

0.25 133.20 + 131.50 Treatment - 16.25 Treatment^2 + 0.88 Treatment^3 100
0.50 34.24 + 33.41 Treatment - 4.21 Treatment^2 + 0.23 Treatment^3 100
0.75 14.67 + 16.02 Treatment - 2.14 Treatment^2 + 0.12 Treatment^3 99.90
1.00 9.62 + 8.89 Treatment - 1.25 Treatment^2 + 0.07 Treatment^3 100
1.25 5.43 + 6.44 Treatment - 0.93 Treatment^2 + 0.06 Treatment^3 99.50
1.50 4.48 + 4.53 Treatment - 0.71 Treatment^2 + 0.05 Treatment^3 99.80
2.00 3.95 + 1.92 Treatment - 0.21 Treatment^2 + 0.01 Treatment^3 96.60

95%

0.25 178.10 + 154.20 Treatment - 19.39 Treatment^2 + 1.06 Treatment^3 100
0.50 45.76 + 37.94 Treatment - 4.611 Treatment^2 + 0.24 Treatment^3 100
0.75 22.71 + 16.17 Treatment - 2.00 Treatment^2 + 0.11 Treatment^3 99.90
1.00 11.90 + 9.42 Treatment - 1.04 Treatment^2 + 0.05 Treatment^3 100
1.25 11.57 + 3.61 Treatment - 0.18 Treatment^2 - 0.00 Treatment^3 99.80
1.50 6.14 + 4.37 Treatment - 0.54 Treatment^2 + 0.03 Treatment^3 99.80
2.00 4.19 + 2.45 Treatment - 0.32 Treatment^2 + 0.02 Treatment^3 98.10
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Table 5. Number of animals per treatment determined by linear regression having different effect sizes and power.
Test statistics Number of treatments 1-β Δ=0.25 Δ=0.5 Δ=0.75 Δ=1 Δ=1.25 Δ=1.5 Δ=2

t 2

0.80 268 69 31 18 13 9 6
0.85 305 78 35 20 14 10 7
0.90 356 91 42 25 16 12 8
0.95 438 111 50 29 19 14 9

F 3

0.80 304 77 35 21 14 10 7
0.85 344 88 40 23 16 11 7
0.90 399 102 46 27 18 13 8
0.95 487 123 56 32 21 15 10

F 4

0.80 340 86 39 23 16 11 7
0.85 384 97 44 25 17 12 8
0.90 442 112 51 30 20 14 9
0.95 536 135 61 35 23 17 10

F 5

0.80 376 95 43 25 17 12 8
0.85 423 107 49 28 19 13 9
0.90 485 123 56 32 22 15 10
0.95 586 148 67 38 25 18 11

F 6

0.80 412 104 47 27 18 13 8
0.85 462 117 53 31 20 14 9
0.90 529 134 60 35 23 17 10
0.95 635 160 72 42 27 20 12

F 7

0.80 448 113 52 30 20 14 9
0.85 502 127 58 33 22 15 10
0.90 572 144 65 37 25 18 11
0.95 684 172 78 45 29 21 13

Table 6. Number of animals per treatment determined by quadratic regression having different effect sizes and power.
Test statistics Number of treatments 1-β Δ=0.25 Δ=0.5 Δ=0.75 Δ=1 Δ=1.25 Δ=1.5 Δ=2

t 2

0.80 256 68 30 18 12 9 6
0.85 292 74 34 20 14 10 6
0.90 341 87 40 24 16 12 8
0.95 421 106 49 28 19 14 8

F 3

0.80 306 78 36 21 14 10 7
0.85 347 88 40 23 16 11 7
0.90 402 102 47 27 18 13 8
0.95 491 124 56 32 21 16 10

F 4

0.80 350 89 41 23 16 11 7
0.85 394 100 45 26 18 12 8
0.90 454 115 52 30 20 14 9
0.95 550 139 63 36 24 17 10

F 5

0.80 386 98 45 26 17 12 8
0.85 434 110 50 29 19 13 9
0.90 497 126 57 33 22 16 10
0.95 599 151 68 39 26 19 11

F 6

0.80 414 105 48 28 18 13 8
0.85 465 118 53 31 20 14 9
0.90 532 134 61 35 23 17 10
0.95 638 161 73 42 27 20 12

F 7

0.80 436 110 50 29 19 14 9
0.85 488 123 56 32 21 15 9
0.90 557 141 63 36 24 17 11
0.95 667 168 76 43 29 20 12
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It was found that when the number of treatment 
was 2 (t-test), the minimum sample size 
obtained with cubic estimation equations was 
less than that determined by linear and quadratic 
prediction equations. However, in the F test, the 
cubic models differ from other models. When 
the analysis was conducted, it was found that 
the minimum sample size in each treatment 
was 418 when power was 95%, the difference 
of means in terms of standard deviation was 
0.25, and the number of the treatment was 2. 
When the analysis was conducted, it was found 
that the minimum sample size in each treatment 
was 13 when power was 90%, the difference of 
means in terms of standard deviation was 1.5, 
and the number of the treatment was 3. When 
the analysis was conducted it was found that 
the minimum sample size in each treatment 

was 10 when power was 95%, the difference 
of means in terms of standard deviation was 2, 
and the number of the treatment was 2. When 
the analysis was conducted it was found that 
the minimum sample size in each treatment 
was 560 when power was 90%, the difference 
of means in terms of standard deviation was 
0.25, and the number of the treatment was 7. 
When the analysis was conducted it was found 
that the minimum sample size in each treatment 
was 30 when power was 90%, the difference of 
means in terms of standard deviation was 1.0, 
and the number of the treatment was 4. When 
the analysis was conducted it was found that the 
minimum sample size in each treatment was 8 
when power was 80%, the difference of means 
in terms of standard deviation was 2, and the 
number of the treatment was 7 (Table 7). 

Table 7. Number of animals per treatment determined by cubic regression having different effect sizes and power.

Test statistics Number of treatments 1-β Δ=0.25 Δ=0.5 Δ=0.75 Δ=1 Δ=1.25 Δ=1.5 Δ=2

t 2

0.80 254 65 29 17 12 8 6

0.85 290 74 33 19 14 10 6

0.90 339 87 40 23 16 12 8

0.95 418 106 48 27 19 13 8

F 3

0.80 309 79 36 21 14 10 7

0.85 351 89 40 23 16 11 7

0.90 406 103 47 28 18 13 9

0.95 495 125 57 33 21 16 10

F 4

0.80 351 90 41 24 16 12 7

0.85 396 101 45 26 18 12 8

0.90 456 116 53 30 20 15 9

0.95 553 140 63 36 24 17 11

F 5

0.80 384 98 44 25 17 12 8

0.85 432 110 50 28 19 13 9

0.90 495 125 57 33 22 16 10

0.95 597 151 68 39 26 19 11

F 6

0.80 411 104 47 27 18 13 8

0.85 462 117 53 30 20 14 9

0.90 528 133 60 34 23 16 10

0.95 634 160 72 42 27 20 12

F 7

0.80 438 111 50 29 19 14 8

0.85 491 124 56 32 21 15 9

0.90 560 142 64 37 25 18 11

0.95 670 169 77 43 29 20 12
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DISCUSSION

In general, considering all conditions, in all 
estimation equations, the sample size increased 
as the number of treatments increased, the 
increase in the power of the test increased the 
sample size, while the increase in the effect size 
caused a decrease in the number of samples. As 
the effect size increased, the sample size was not 
affected much, regardless of the power of the 
test. Results showed that the power of the test 
depends on the effect size of the population and 
the sample size taken from these populations. 
These results are similar to the results reported 
by other researchers (29,30). 

Our power of test results did not agree with 
some researchers’ results when they calculated 
the power of the test if the population variance 
was homogeneous for two or more treatment 
comparisons with different effect sizes 
(30,31,32). The reason for this contradiction 
is thought to be due to the fact that in the 
aforementioned studies used populations with 
different variances while forming treatments, 
used different amounts of simulation or 
sampling methods.

Increasing the effect size will lead to the 
opportunity to work with a smaller sample size 
due to the increase in the difference between the 
means to be compared (33). Previous studies 
support our study. In terms of effect size, in 
general, if the Cohen’s d value is less than 0.20, 
it has a large effect size, if it is between 0.20 
and 0.50, it has a medium effect size, and if d 
>0.80, it has a weak effect size (27). This means 
that as the number of comparisons with large 
effect sizes and the power of the test increase, 
the optimum sample size increases. When this 
case was evaluated in terms of medium and low 
effect size, it was found that there were similar 
results with a large effect size. In general, 
before the power analysis is conducted, the 
researchers determine the power of the test 
as 80% (34). In a test with 80% power, it 
was found that as the number of treatments 
increases, the sample size increases, and the 
sample size decreases with the increase in 
effect size, and the results of our study are in 
agreement with previous studies.

The shape of the distribution is thought to be 
effective in determining the sample size. When 
the distributions were non-symmetric, (34) 
planned an experiment with the number of 

observations of 4, 6, 8, and 10, and simulated 
by iterating 10000 times each time. The power 
of the test was calculated for the differences 
between the treatment averages when the 
standard deviation ranged from 0.0 to 2.5. 
Within the framework of the results obtained, 
there was no similarity between the results, 
as the current study was not simulated from a 
normal distribution.

Results showed that when other variables were 
similar, the minimum sample size increased 
as the number of treatments increased, 
the minimum sample size decreased as the 
difference of means in terms of standard 
deviation increased, and the minimum sample 
size decreased as the power of the test 
increased. Similar results to this study were 
found by (8).

In conclusion, researchers can do a hypothesis 
check by determining the number of 
experimental units with power between 80% 
and 95%, using relevant equations and tables 
without performing power analysis before 
starting a study. Thus, researchers will be able 
to reveal important differences as a result of 
hypothesis control. In this way, when the 
optimum sample size is determined for any 
variable, time and money will be spent wisely.

In the current simulation study, although the 
power of the test, type I and type II errors, and 
sample sizes were determined, the fact that in 
previous studies, no prediction equation was 
developed to determine the minimum sample 
size with different effect sizes and power 
increases the originality of this study.

The study can be applied not only for determining 
the minimum sample size but also for traits 
derived from any material considered. With the 
use of linear, quadratic, and cubic regressions 
equations found, the sample sizes can be easily 
determined by the researchers. For this reason, 
this study will provide the opportunity to easily 
determine the sample sizes in the desired 
power and effect size without the need for any 
software. Results showed that the difference 
between the results of the current study and 
the statistical program or software results used 
by the researchers for the sample size was 
not much and this proves the importance and 
strong part of the current study.

https://doi.org/10.21897/rmvz.2572
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